Unit 9 Slides: Introduction to Inference — The Central Limit
Theorem and Confidence Intervals for p and p

<
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Case Studies:

e Estimating a plausible range of values for the average
age of an adult living in the U.S (in 2017).

e Estimating a plausible range of values for the
proportion of adults living in the U.S. that approve of
the way things are going in the country (in 2017).

Purpose of this Lecture:

Data Science

Coding, Ethics,

Pipeline @

and Communication

In this lecture we will cover the following topics.

1. Two main Types of Inference for Unknown Population Parameters

1.1. Confidence Intervals
1.2. Hypothesis Testing

2. Proving Properties of Sampling Distribution of Sample Means
2.1. Proving that the Mean of Sampling Distributions ~E[X] =
2.2. Proving that the Standard Deviation of Sampling Distributions =SD[X] = %

2.3. Central Limit Theorem: Proving that the Shape of the Sampling Distribution of sample means is

approximately normal under certain conditions.
3. Confidence Intervals
4. Confidence Interval for a Population Mean u
4.1. General framework
4.2. What to do when you don’t know o?




4.3. What does “95% confident” mean?
5. Binomial Random Variables
6. Proving Properties of Sampling Distribution of Sample Means

6.1. Proving E[ p] = p and SD[ p] = f@.

6.2. Central Limit Theorem — for Sample Proportions: Proving that the Shape of the Sampling
Distribution of sample proportions is approximately normal under certain conditions.
7. Confidence Interval for a Population Proportion p
7.1. General framework
7.2. What do you do when you need to plug in a ‘p’ in the conditions and confidence interval equation,
but you don’t know p?
7.3. What does “99% confident” mean?

Additional resources:

Sections 4.1-4.2 and 4.3-4.5 in Diez, Barr, and Cetinkaya-Rundel, (2015), Openintro
Statistics https://www.openintro.org/download.php?file=0s3&redirect=/stat/textbook/0s3.php




1. Two Main Types of Inference for Unknown Population Parameters

Suppose we were interested in a population parameter of a large, unknown population. But all
we can collect is a random sample from this population.

What we wish we could know: What is the ?

What we can figure out instead:

1. Confidence Interval: What is a plausible range of values for the

2. Hypothesis Test: Is there sufficient evidence to suggest some claim about the

What we wish we could know: What is the
with the way things are going in the country at the time of the survey (2017)?

What we can fiqure out instead:

1. Confidence Interval: What is a plausible range of values for

with the way things are going in the
country at the time of the survey (2017)?

2. Hypothesis Test: Is there sufficient evidence to suggesst some claim about the
with the way things

are going in the country at the time of the survey (2017)?



2. Proving Properties of Sampling Distributions of Sample Means
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Suppose we were to collect a random sample of n numerical values X3, X5, ..., X, (with
replacement) from a

What we know:

e Because are random variables, then = isarandom
variable.
° for each i=1,2,...,n

e Property of of E[ ]:
o IfXandY arerandom variables, and a and b are coefficients, then

E[aX + bY] = aE[X] + b[E[Y]

Proofs:

1. By definition of E[ ], if we were to collect many, many random samples means (from
samples of size n) then we would expect the mean of all these sample means to be E[X].

2. E[ ] - (prove this in your lab assignment!)



2.2. Proving that the Standard Deviation of Sampling Distributions

. 5 o
(ie. the Standard Error) ~ SD[X] = —
Vn
Definition: We call the standard error the standard deviation of a sampling
distribution.
Suppose we were to collect a random sample of n numerical values (with

replacement) from a

What we know:

e Because are random variables, then = isarandom
variable.

° for eachi=1,2,...,n

° for eachi=1,2,...,n

Property of of E[ ]:
o IfXandY are random variables, and a and b are coefficients, then

VlaX + bY] = a?V[X] + b2V[Y]

Proofs:

1. By definition of SD[ ], if we were to collect many, many random samples means (from
samples of size n) then we would expect the standard deviation of all these sample means
to be SD[X].

2. V[X] =

3. SD[X] = VI[X]



2.3. Proving that the sampling distribution of sample means is
approximately normal if either:

1. OR
2.

Central Limit Theorem

e Suppose we were to collect a sample of n numerical values that are
from a
e Then, A = is an approximately normal random variable when either:
¢} or

What counts as large enough?

How can be independent in a sample?

1.




3. Confidence Intervals

Definition: A confidence interval is one method of inference that gives a
fora

Parameters: A confidence interval always correspondsto a “(1 — a) - 100% confidence level”.

Calculation: It is calculated as follows with the following components:

point estimate + margin of error

g
L .
|

point estimate X (crifical value)(standard error)

j 5 I I
* [seeupcoming Standard deviation
slidesforinfo) ofthesampling
distribution)

Margin of Error Margin of Error

" il B
- | -~

(

fp,

When you can use it: When the sampling distribution is approximately normal, (ie. the Central
Limit Theorem Conditions hold).

Interpretation: We are “(1 — a) - 100% confident” that the population parameter is within
this confidence interval range.



What does “XX% confident” mean in the interpretation of a confidence interval?

Suppose we have calculated a XX% confidence interval for a using

a random sample of size

Now suppose we do the following:

e Collect many, many random samples, each with a sample size of

e For each random sample we calculate

e And then we construct a confidence interval centered around each

When we say “XX% confident” in our original confidence interval interpretation, we are saying that we
would expect of the confidence intervals that we would create, using the method

described above would




4. Confidence Interval for a Population Mean pu

4.1. Confidence Interval for a Population Mean p - General

Framework

Definition: A confidence interval for a population mean p is one method of inference
that gives a fora

A confidence interval for a population mean p can be calculated as follows:

point estimate + (critical value)(standard error)

l l l

X z —
— ﬁ
A special
kind of z-
score

Critical Value:

What is the critical value z*for (1 — &) - 100% Confidence Interval?
The POSITIVE z-score in Standard Normal Distribution (z-tables) that
createsthis segmentation of area underneath of the standard normal pdf
curve.

Standard Mormal PDF
Curve




When you can use it: When the sampling distribution of is approximately
normal, (ie. the Central Limit Theorem Conditions hold):

. AND

° AND

Interpretation: We are “(1 — a) - 100% confident” that the population mean p is
within this confidence interval range.




Ex: Suppose we wanted to calculate a 95% confidence interval (ie. range of plausible values) for u (the
average age of ALL adults living in the U.S.). We have a random sample of size n=1489 that has a mean age
of 50.49 years and a standard deviation of 17.84 years. Suppose we also know that the standard
deviation of ALL adults living in the U.S. is 0 = 18.

1. Learn more about the dataset, read it, and clean it

See Unit 9 notebook section 4.1 for code involved in this problem.

2. Collect information from the problem.
See Unit 9 notebook section 4.1 for code involved in this problem.

3. Are we allowed to calculate a confidence interval for p using this sample that was collected and the
equations we just learned? Why or why not?
See Unit 9 notebook section 4.1 for code involved in this problem.

4. What if one of the conditions above was not met and we calculated our confidence interval anyway
using the given equations?
See Unit 9 notebook section 4.1 for code involved in this problem

5. What s the critical value for this 95% confidence interval?
See Unit 9 notebook section 4.1 for code involved in this problem




6.

7.

Calculate the 95% confidence interval.
See Unit 9 notebook section 4.1 for code involved in this problem

Interpret this 95% confidence interval.
See Unit 9 notebook section 4.1 for code involved in this problem

Where it comes from:

If we assume that the Central Limit Theorem conditions are met, then we know that:

_ _ _ o
X ~ N(mean = E[X] = u, standard deviation = SD[X] = —=)

Vn

Thus, Z = XS_DEE)[? = Xz‘ is a standard normal random variable.

X — E[X]
Pl —=Zyg75 < T[X_] < Zyo97s | = 0.95

X -y
P _ZO.975 < o < Zo_975 = 0.95

Vn
— g _ o

p (X _ZO975\/_Z Su=s X +Zog75ﬁ> = 0.95



4.2. What to do if you don’t know ¢?

If we don’t know , it is quite often the case that we don’t know o either.

Useful property:

Z?:l(xi_f)

As n increases, s = gets closer to o.

“Rule of Thumb”: How large does n have to be to approximate s ~ ¢?

Ex: Suppose we wanted to calculate a 90% confidence interval (ie. range of plausible values) for u (the
average age of ALL adults living in the U.S.). We have a random sample of size n=1489 that has a mean
age of 50.49 years and a standard deviation of 17.84 years. Suppose we didn’t know what the
population standard deviation was.

See Unit 9 notebook section 4.2 for code involved in this problem




I 4.3. What does “95% confident” mean? |

Ex: We are 95% confident that u the average age of adults living in the U.S. is between 49.303 and
51.674.

Suppose we do the following:

e Collect many, many random samples, each with a sample size of

e For each random sample we calculate

e And then we construct a confidence interval centered around each

When we say “ % confident” in our original confidence interval interpretation, we are saying that
we would expect of the confidence intervals that we would create, using the method

described above would

X—u
Pl —Zpo97s < —F5— < Zp975 | = 0.95

Vn
P( Z I <%< +Z G>—095
u 0975\5— = U 0975\/5 = V.



5. Binomial Random Variables

Binomial Random Variable:

Definition: A binomial random variable X = number of independent trials (out of n) that

are a success. We assume that the probability of success of any given trial is p.

Short-Hand:

Probability Mass Function: Y is a Bernoulli random variable if and only if

p(X = k) = (j) P —p)"

Mean, Variance, and Standard Deviation

E[X] =np

V[X] = np(1 - p)
SD[X] = np(1 —p)

Example:

About 35% of American adults use Instagram. We decide to collect a random sample of 5 American
adults and ask if they use Instagram or not.

Sample Space
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Let X = # of randomly selected American adults (out of 5) that are Instagram users.

1. Is X a binomial random variable? If so, why?



2. What is the probability that we select a random sample with 2 people that use Instagram (using the binomial
random variable probability mass function)?

3. What is the probability that we randomly select two people (the second and third) that use Instagram and
the others (the first, fourth, and fifth) that do not?

4. What is the probability that we randomly select two people (the first and fifth) that use Instagram and the
others (the second, third, and fourth) that do not?

5. How many possible ways is there to choose two positions out of five positions in the sample to be
Instagram users?

6. What is the probability that we select a random sample with 2 people that use Instagram (using basic
probability rules)?



7. What is the probability that we select a random sample with 2 people that use Instagram (using Python)?

See Unit 9 notebook section 5 for code involved in this problem

8. What is the probability that we select a random sample with more than 2 people that use Instagram (using
Python)?

See Unit 9 notebook section 5 for code involved in this problem




6. Proving Properties of Sampling Distributions of Sample Proportions

Population of
Categorical Data
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p(1-p)

n

6.1. Proving E[ p] = p and SD[ p] =

Binomial Proportion Random Variable:

Definition: A binomial random variable p = proportion of independent trials (out of n)

that are a success. We assume that the probability of success of any given trial is p.

Relationships:

ﬁ = %, where X ~ Bin(n, p) (ie. X is a binomial random variable with parameters n and p)
Mean, Variance, and Standard Deviation
E[pl=p
., p(1—p)
Vlp] =———

6.2. Proving that the distribution of sample proportions is
approximately normal if

Central Limit Theorem — for Sample Proportions

e Suppose we were to collect a sample of n Bernoulli random variable values
that are where X; ~ Bernoulli(p).

e Then,p = is an approximately normal random variable when:




“Rule of Thumb”: What counts as large enough?

How can be independent in a sample?

1.

7. Confidence Interval for a Population Proportion p

7.1. Confidence Interval for a Population Proportion p - General

Framework

Definition: A confidence interval for a population proportion p is one method of
inference that gives a plausible range of values for the population proportion p.

A confidence interval for a population proportion p can be calculated as follows:

point estimate * (critical value)(standard error)

l l l
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Critical Value:

What is the critical value z*for (1 — &) - 100% Confidence Interval?
The POSITIVE z-score in Standard Normal Distribution (z-tables) that

createsthis segmentation of area underneath of the standard normal pdf
curve.

Standard Mormal PDF
Curve

When you can use it: When the sampling distribution of sample proportions is
approximately normal, (ie. the Central Limit Theorem Conditions hold):

. AND

. AND

Interpretation: We are “(1 — a) - 100% confident” that the population proportion p is
within this confidence interval range.



7.2. What do you do when you need to plug in a ‘p’ in the

conditions and confidence interval equation, but you don’t know
p?

Problem: We’'re making an inference about p, so we can’t assume to know p to plug into the following
places.

When you can use it: When the sampling distribution of sample proportions is|
approximately normal, (ie. the Central Limit Theorem Conditions hold):

® AND

. AND

A confidence interval for a population proportion p can be calculated as follows:

point estimate + (critical value)(standard error)
' ' '

p(1—p)
n

=

P
A special
kind of z-
score

“Work-around”: When creating a confidence interval, substitute p for p in these places.




Ex: Suppose we wanted to calculate a 99% confidence interval (ie. range of plausible values) for p, the
proportion of all adults living in the U.S. that are satisfied with the way things are going in the country at
the time of the survey (2017). We collect a sample of size n=1435 that has a sample proportion of 0.301.

1. Learn more about the dataset, read it, and clean it

See Unit 9 notebook section 7.2 for code involved in this problem.

2. Collect information from the problem.
See Unit 9 notebook section 7.2 for code involved in this problem.

3. Are we allowed to calculate a confidence interval for p using this sample that was collected and the
equations we just learned? Why or why not?
See Unit 9 notebook section 7.2 for code involved in this problem.

4, What is the critical value for this 99% confidence interval?
See Unit 9 notebook section 7.2 for code involved in this problem.




5. Calculate the 99% confidence interval.
See Unit 9 notebook section 7.2 for code involved in this problem.

6. Interpret this 99% confidence interval.
See Unit 9 notebook section 7.2 for code involved in this problem.

Where it comes from:

If we assume that the Central Limit Theorem conditions are met, then we know that:

A 1 —
P ~ N(mean = E[p] = p, standard deviation = SD[p] = ’Q)

p—E[p P-p . .
Thus, Z = PEID] _ P_is a standard normal random variable.

sD[p] p(1-p)

5 ElS
p <_Zo.975 =< PS_[]M < Zo.975> =0.99



7.3. What does “99% confident” mean?

Ex: We are 95% confident that

Suppose we do the following:

e Collect many, many random samples, each with a sample size of

e For each random sample we calculate

e And then we construct a confidence interval centered around each

When we say “ % confident” in our original confidence interval interpretation, we are saying that
we would expect of the confidence intervals that we would create, using the method

described above would




