
Unit 11 Slides: Inference for 𝟏 𝟐 and 𝟏 𝟐 
 
 
 
 
 

Case Studies:  
 Is there an association between childhood 

lead exposure and IQ? 
o What is a plausible range of values for 

𝝁𝒍𝒐 − 𝝁𝒉𝒊,  the difference in the average IQ 
score of children with low lead level 
exposure and the average IQ score of 
children with high lead level exposure? 

o Is there sufficient evidence to suggest 𝝁𝒍𝒐 −
𝝁𝒉𝒊 ≠ 𝟎, ie. that there is a difference in the 
average IQ score of children with low lead 
level exposure and the average IQ score of 
children with high lead level exposure? 

 
 Is there an association between political 

party and approval for the direction the 
country is going in (in 2017)? 

o What is a plausible range of values for 
𝒑𝒅𝒆𝒎 − 𝒑𝒓𝒆𝒑,  the difference in the 
proportion of democrats that approve vs. 
the proportion of republicans that 
approve? 

o Is there sufficient evidence to suggest 
𝒑𝒅𝒆𝒎 − 𝒑𝒓𝒆𝒑 ≠ 𝟎, ie. that there is a 
difference in the proportion of democrats 
that approve vs. the proportion of 
republicans that approve? 

 

Purpose of this Lecture: 

 
 
 



In this lecture we will cover the following topics in inference and probability. 
 

1. Two main types of inference for unknown population parameters. 
2. How to better account for the additional uncertainty introduced by having to estimate additional 

parameters in probability and inference? 
2.1. Issues with plugging in s for 𝜎 
2.2. t-score of a sample mean 
2.3. distribution of t-scores (under certain conditions) 
2.4. t-distribution 

3. Properties of the Sampling Distribution of Sample Mean Differences 
3.1. Mean 
3.2. Standard Deviation 
3.3. When is it normal? 

4. Conducting Inference on a Population Mean Difference (𝝁𝟏 − 𝝁𝟐) 
4.1. Creating a confidence interval for 𝝁𝟏 − 𝝁𝟐 
4.2. Conducting a hypothesis test to test the claim: 𝝁𝟏 − 𝝁𝟐 ≠ 𝟎 
4.3. Conducting a hypothesis test to test the claim: 𝜇ଵ − 𝜇ଶ ≠ 0 -with a p-value – if you know 𝜎ଵ and 𝜎ଶ 
4.4. Conducting a hypothesis test to test the claim: 𝜇ଵ − 𝜇ଶ ≠ 0 -with a p-value – if you DON’T know 𝜎ଵ 

and 𝜎ଶ 
4.5. Conducting a hypothesis test to test the claim: 𝜇ଵ − 𝜇ଶ ≠ 0 -with a confidence interval 

5. Properties of Sampling Distribution of Sample Proportion Differences 
5.1. Mean 
5.2. Standard Deviation 
5.3. When is it normal? 

6. Conducting Inference on a Population Proportion Difference (𝒑𝟏 − 𝒑𝟐) 
6.1. Creating a confidence interval for 𝒑𝟏 − 𝒑𝟐 
6.2. Conducting a hypothesis test to test the claim: 𝒑𝟏 − 𝒑𝟐 ≠ 𝟎 
 

 
Additional resources:  

Sections 5.1, 5.3, 6.2 in Diez, Barr, and Cetinkaya-Rundel, (2015), OpenIntro 
Statistics https://www.openintro.org/download.php?file=os3&redirect=/stat/textbook/os3.php 

 

 

 
  



1. Two Main Types of Inference for Unknown Population Parameters  

Suppose we were interested in a population parameter of a large, unknown population. But all 
we can collect is a random sample from this population. 

What we wish we could know:  

Is there an association between lead exposure and 
childhood IQ for ALL children? 

 

 

Is 𝝁𝒍𝒐 − 𝝁𝒉𝒊 ≠ 𝟎?,   

 𝝁𝒍𝒐: average IQ score of ALL children with low lead level exposure 
 𝝁𝒉𝒊: average IQ score of ALL children with high lead level exposure 

What we can answer:  

1. Confidence Interval: What is a plausible range of values for the 𝝁𝒍𝒐 − 𝝁𝒉𝒊? 
2. Hypothesis Test: Is there sufficient evidence to suggest 𝝁𝒍𝒐 − 𝝁𝒉𝒊 ≠ 𝟎? 

 

What we wish we could know:  

Is there an association between political party and 
opinion on the direction the country is going in (in 2017) 
for ALL adults living in the U.S.? 

 

 

Is 𝒑𝒅𝒆𝒎 − 𝒑𝒓𝒆𝒑 ≠ 𝟎?,   

 𝒑𝒅𝒆𝒎: the proportion of ALL democrats living in the U.S. (in 2017) that approve of the direction the party is 
going in 

 𝒑𝒓𝒆𝒑: the proportion of ALL republicans living in the U.S. (in 2017) that approve of the direction the party is 
going in 

What we can answer:  

1. Confidence Interval: What is a plausible range of values for the 𝒑𝒅𝒆𝒎 − 𝒑𝒓𝒆𝒑? 
2. Hypothesis Test: Is there sufficient evidence to suggest 𝒑𝒅𝒆𝒎 − 𝒑𝒓𝒆𝒑 ≠ 𝟎? 

  



2. How to better account for the additional uncertainty introduced by 
having to estimate additional parameters in probability and inference? 

 

2.1. Issues with Plugging in s for  (RECAP) 

 

 

 

 

 

 

 

 

 

 

 

 

  

If Central Limit Theorem Conditions for sample 

means hold (for a given sample size n), then the 

sampling distribution of sample means (drawn 

from samples of this size n) is 

____________________. 

𝑿ഥ ∼ 𝑵(𝒎𝒆𝒂𝒏 =  _____, 𝒔𝒕𝒅 = ________) 

 

Sampling Distribution of Sample Means 

Thus if the sampling distribution of sample means 

is __________________, then the distribution of z-

scores of sample means is the 

_______________________________. 

𝒁 =
𝑿ഥ − 𝝁

𝝈

√𝒏

∼ 𝑵(𝒎𝒆𝒂𝒏 =  ____, 𝒔𝒕𝒅 = _____) 

 

Distribution of Sample Mean z-scores 



BUT….. What if we don’t know ? 

 Previous “Work Around”:  

In the past we said _____________________________________________. 

 

 Why is this “work around” not the best? 

o We can’t conduct inference on µ when ____________________. 

o ALL approximations where we plug in _______ for _______ are  

_______________________________. 

 

 How do we make our “work around” for situations like these better? 

o Use the t-scores of sample means. 

o Use the t-distribution to calculate probabilities involving these sample means. 

 

2.2. t-score of a sample mean 

 We define the t-score of a sample mean 𝒙ഥ𝟎 as 
𝒙ഥ𝟎ି𝝁

𝒔

√𝒏

 

 We define the t-score of a sample mean random variable 𝑿ഥ as 
𝑿ഥି𝝁

𝒔

√𝒏

 



2.3. Distribution of t-scores (under certain conditions) 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

If Central Limit Theorem Conditions for sample 

means hold (for a given sample size n), then the 

sampling distribution of sample means (drawn 

from samples of this size n) is 

____________________. 

𝑿ഥ ∼ 𝑵(𝒎𝒆𝒂𝒏 =  _____, 𝒔𝒕𝒅 = ________) 

 

Sampling Distribution of Sample Means 

Thus if the sampling distribution of sample means 

is __________________, then the distribution of t-

scores of sample means is the 

______________________________________. 

𝑻 =
𝑿ഥ − 𝝁

𝒔

√𝒏

∼ 𝒕𝒏ି𝟏 

 

Distribution of Sample Mean t-scores 



2.4. t-Distribution 

Random Variable that Follows the t-Distribution:  

Definition: A continuous random variable is said to follow the t-distribution with 𝝂 degrees of 

freedom if it has the following probability density function (pdf). 

Short-Hand: _____________________ 

Probability Density Function: 

𝑓(𝑥) =
Γ(

𝜈 + 1
2

)

√𝜈𝜋Γ(
𝜈
2

)
ቆ1 +

𝑥ଶ

𝜈
ቇ

ି
ఔାଵ

ଶ

, 𝑓𝑜𝑟 − ∞ < 𝑥 < ∞ 

 

Parameter that Dictates Shape: _____________________ 

 

Properties: 

 Always centered at:____________ 

 As the degrees of freedom increases, the _____________ of the distribution 

_______________ and the peak of the distribution ___________________. 

Comparison to Standard Normal Distribution: 

  

 

  



Go to Unit 11 slides (Section 2.4) for these exercises. 

Ex: Calculate the probability that a t-score (that is an observation from the t-distribution with 
20 degrees of freedom) is greater than 1.96.  

 

 

 

 

 

 

 

Ex: Calculate the t-score that creates a right tail area of 0.025 under the t-distribution with 20 
degrees of freedom. 

 

 

 

 

 

Ex: Suppose we know that the average GPA of ALL UIUC students is 3.3. We then randomly 
select 20 UIUC students and find that they have a sample mean GPA of 3.5 and a standard 
deviation of 0.3. Suppose that the distribution of all UIUC student GPAs is approximately 
normal. Calculate the probability (the most accurate one) of randomly selecting a sample 
mean that is greater than or equal to the sample mean that we collected.  



3. Properties of the Sampling Distribution of Sample Mean Differences 

  



3.1. Mean of the Sampling Distribution of Sample Mean 
Differences 

Knowns: 
 𝑬[𝑿ഥ𝟏] = 𝝁𝟏 
 𝑬[𝑿ഥ𝟐] = 𝝁𝟐 
 Property: 𝑬[𝒂𝒀 + 𝒃𝒁] = 𝒂𝑬[𝒀] + 𝒃𝑬[𝒁] 

 

Proof: 
 𝑬[𝑿ഥ𝟏 − 𝑿ഥ𝟐] = ____________________ 

                        = 𝝁𝟏 − 𝝁𝟐 

 

3.2. Standard Deviation of the Sampling Distribution of Sample 
Mean Differences 

Knowns: 

 𝑽[𝑿ഥ𝟏] =
𝝈𝟏

𝟐

𝒏𝟏
 

 𝑽[𝑿ഥ𝟐] =
𝝈𝟐

𝟐

𝒏𝟐
 

 Property: 𝑽[𝒂𝒀 + 𝒃𝒁] = 𝒂𝟐𝑽[𝒀] + 𝒃𝟐𝑽[𝒁] 

 

Proof: 
 𝑽[𝑿ഥ𝟏 − 𝑿ഥ𝟐] = ____________________ 

                        =
𝝈𝟏

𝟐

𝒏𝟏
+

𝝈𝟐
𝟐

𝒏𝟐
 

 𝑺𝑫[𝑿ഥ𝟏 − 𝑿ഥ𝟐] = ට
𝝈𝟏

𝟐

𝒏𝟏
+

𝝈𝟐
𝟐

𝒏𝟐
 

 

  



3.3. When is the Sampling Distribution of Sample Mean Differences 
normal? 

Knowns: 
 Central Limit Theorem (for sample means): 

o 𝑋തଵ ∼ 𝑁(𝑚𝑒𝑎𝑛 = 𝜇ଵ, 𝑠𝑡𝑑 =
ఙభ

√௡భ 
) when: 

 Sample 1 is randomly collected 
 𝑛ଵ < 10% of population 1 
 𝑛ଵ > 30 or population 1 distribution is normal 

 Central Limit Theorem (for sample means): 
o 𝑋തଶ ∼ 𝑁(𝑚𝑒𝑎𝑛 = 𝜇ଶ, 𝑠𝑡𝑑 =

ఙమ

√௡మ 
) when: 

 Sample 2 is randomly collected 
 𝑛ଶ < 10% of population 2 
 𝑛ଶ > 30 or population 2 distribution is normal 

 
 Property: If two random variables are __________________ and normal, then the sum 

(difference) of these random variables is _______________________. 

 

Central Limit Theorem (for sample mean DIFFERENCES): 

If the following conditions hold, then the sampling distribution of sample mean 
differences will be approximately normal. 

𝑋തଵ − 𝑋തଶ ∼ 𝑁(𝑚𝑒𝑎𝑛 = 𝜇ଵ − 𝜇ଶ, 𝑠𝑡𝑑 = ඨ
𝝈𝟏

𝟐

𝒏𝟏
+

𝝈𝟐
𝟐

𝒏𝟐
) 

a. 𝑛ଵ > 30 OR population 1 distribution (equivalently sample 1 distribution) is normal. 
b. 𝑛ଶ > 30 OR population 2 distribution (equivalently sample 2 distribution) is normal. 
c. Sample 1 is collected randomly and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is collected randomly and 𝑛ଶ < 10% of population 2 size 
e. Observations in sample 1 and sample 2 are independent (between samples). 

  



4. Conducting Inference on a Population Mean Difference 𝟏 𝟐 

 

4.1. Creating a (1-α)100% Confidence Interval for 𝟏 𝟐 

 

2. Check the Central Limit Theorem conditions for sample mean differences. 
a. 𝑛ଵ > 30 OR population 1 distribution (equivalently sample 1 distribution) is normal. 
b. 𝑛ଶ > 30 OR population 2 distribution (equivalently sample 2 distribution) is normal. 
c. Sample 1 is collected randomly and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is collected randomly and 𝑛ଶ < 10% of population 2 size 
e. Observations in sample 1 and sample 2 are independent (between samples). 

If they are met, then your confidence interval interpretations will not be invalid. 

 

3. If you know 𝛔𝟏 and 𝛔𝟐 the confidence interval for 𝟏 𝟐 is calculated by: 
 

(𝑝𝑜𝑖𝑛𝑡 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒) ± (𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑙𝑢𝑒)(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟) 
 

(𝑥̅ଵ − 𝑥̅ଶ) ± 𝑧∗ඨ
𝜎ଵ

ଶ

𝑛ଵ
+

𝜎ଶ
ଶ

𝑛ଶ
  

 
 

  



4. If you DON’T know both 𝛔𝟏 and 𝛔𝟐 the confidence interval for 𝟏 𝟐 is 
calculated by: 
 

(𝑝𝑜𝑖𝑛𝑡 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒) ± (𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑙𝑢𝑒)(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟) 
 

(𝑥̅ଵ − 𝑥̅ଶ) ± 𝑡୫୧୬ {௡భିଵ,௡మିଵ}
∗ ඨ

𝑠ଵ
ଶ

𝑛ଵ
+

𝑠ଶ
ଶ

𝑛ଶ
  

 
 

 

 

Go to Unit 11 slides (Section 4.1) for exercise in confidence interval building. 



4.2. Conducting Hypothesis Testing for the claim 𝟏 𝟐  

As with the other population parameters that we discussed in Unit 10 (ie. 𝜇 and p) we 
can make a conclusion about a null and alternative hypothesis  

𝐻଴: (𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) = 𝑛𝑢𝑙𝑙 𝑣𝑎𝑙𝑢𝑒 

𝐻஺: (𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) ≠ 𝑛𝑢𝑙𝑙 𝑣𝑎𝑙𝑢𝑒 

 

by using either a: 

1. p-value, 
2. test statistic, or 
3. confidence interval. 

 

In this case, 

 our population parameter is 𝝁𝟏 − 𝝁𝟐, and 
 our null value is 0. 

 

Like with 𝜇 and p, the way that we calculate the confidence interval or p-value is 
different, but the way that we use them to make a conclusion about our hypotheses is 
the same.  



4.3. Conducting Hypothesis Testing for the claim 𝟏 𝟐  
with a p-value – if you know ଵ and ଶ. 

1. Set up two hypotheses. 
𝐻଴: 𝜇ଵ − 𝜇ଶ = 0 
𝐻஺: 𝜇ଵ − 𝜇ଶ ≠ 0 

2. Check the CLT Conditions (for Sample Means Differences) 
a. 𝑛ଵ > 30 OR population 1 distribution (equivalently sample 1 distribution) is normal. 
b. 𝑛ଶ > 30 OR population 2 distribution (equivalently sample 2 distribution) is normal. 
c. Sample 1 is collected randomly and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is collected randomly and 𝑛ଶ < 10% of population 2 size 
e. Observations in sample 1 and sample 2 are independent (between samples). 

If these conditions hold, then the claims that you make with this analysis will be valid. 

3. Collect an Observed Sample Statistic: 
Collect a random sample from population 1 and population 2 and calculate the sample mean 
difference 

𝑥̅ଵ − 𝑥̅ଶ 

4. Calculate the p-value 

One way: 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = ቊ
2𝑃(𝑋ത ≥ (𝑥̅ଵ − 𝑥̅ଶ)),       𝑖𝑓 (𝑥̅ଵ − 𝑥̅ଶ) ≥ 0

2𝑃(𝑋ത ≤ (𝑥̅ଵ − 𝑥̅ଶ)),       𝑖𝑓 (𝑥̅ଵ − 𝑥̅ଶ) ≤ 0
ቋ,  

 
assuming 𝑋ത ∼ 𝑁(𝑚𝑒𝑎𝑛 = __________________________, 𝑠𝑡𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = _________________________) 

 
 
 
 
 
 
 
 
 
 

Another way: 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 2𝑃(𝑍 ≥ |
(௫̅భି௫̅మ)ି଴

ඨ
𝜎1

2

𝑛1
+

𝜎2
2

𝑛2
 

|),  

assuming 𝑍 ∼ 𝑁(𝑚𝑒𝑎𝑛 = _________, 𝑠𝑡𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = ____________) 
 

 
 
 
 

We call 𝑧 =
(𝑥ത1−𝑥ത2)−0

ඨ
𝜎1

2

𝑛1
+

𝜎2
2

𝑛2
 

 the 

test statistic for this 
hypothesis test. 



5. Make a Decision 
a. If 𝐩 − 𝐯𝐚𝐥𝐮𝐞 < 𝛂, then we “reject the null hypothesis.” And we say that “there IS sufficient 

evidence to suggest the alternative hypothesis.” 
b. If 𝐩 − 𝐯𝐚𝐥𝐮𝐞 ≥ 𝛂, then we “fail to reject the null hypothesis.” And we say that “there IS NOT 

sufficient evidence to suggest the alternative hypothesis.” 

 

 



4.4. Conducting Hypothesis Testing for the claim 𝟏 𝟐  
with a p-value – if you DON’T know both ଵ and ଶ. 

1. Set up two hypotheses. 
𝐻଴: 𝜇ଵ − 𝜇ଶ = 0 
𝐻஺: 𝜇ଵ − 𝜇ଶ ≠ 0 

2. Check the CLT Conditions (for Sample Means Differences) 
a. 𝑛ଵ > 30 OR population 1 distribution (equivalently sample 1 distribution) is normal. 
b. 𝑛ଶ > 30 OR population 2 distribution (equivalently sample 2 distribution) is normal. 
c. Sample 1 is collected randomly and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is collected randomly and 𝑛ଶ < 10% of population 2 size 
e. Observations in sample 1 and sample 2 are independent (between samples). 

3. Collect an Observed Sample Statistic: 
Collect a random sample from population 1 and population 2 and calculate the sample mean 
difference 

𝑥̅ଵ − 𝑥̅ଶ 

4. Calculate the p-value 
 

 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 2𝑃(𝑇୫୧୬ {௡భିଵ,௡మିଵ} ≥ |
(௫̅భି௫̅మ)ି଴

ඨ
𝑠1

2

𝑛1
+

𝑠2
2

𝑛2
 

|),  

assuming 𝑇 ∼ 𝑡 − 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛 𝑤𝑖𝑡ℎ min{𝑛ଵ − 1, 𝑛ଶ − 1}degrees of 
freedom 
 

 
 
 
 

  

We call 𝑡 =
(𝑥ത1−𝑥ത2)−0

ඨ
𝜎1

2

𝑛1
+

𝜎2
2

𝑛2
 

 the 

test statistic for this 
hypothesis test. 



5. Make a Decision 
a. If 𝐩 − 𝐯𝐚𝐥𝐮𝐞 < 𝛂, then we “reject the null hypothesis.” And we say that “there IS sufficient 

evidence to suggest the alternative hypothesis.” 
b. If 𝐩 − 𝐯𝐚𝐥𝐮𝐞 ≥ 𝛂, then we “fail to reject the null hypothesis.” And we say that “there IS NOT 

sufficient evidence to suggest the alternative hypothesis.” 

  



4.5. Conducting Hypothesis Testing for the claim 𝟏 𝟐  
with a confidence interval. 

1. Set up two hypotheses. 
𝐻଴: 𝜇ଵ − 𝜇ଶ = 0 
𝐻஺: 𝜇ଵ − 𝜇ଶ ≠ 0 

2. Check the CLT Conditions (for Sample Means Differences) 
a. 𝑛ଵ > 30 OR population 1 distribution (equivalently sample 1 distribution) is normal. 
b. 𝑛ଶ > 30 OR population 2 distribution (equivalently sample 2 distribution) is normal. 
c. Sample 1 is collected randomly and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is collected randomly and 𝑛ଶ < 10% of population 2 size 
e. Observations in sample 1 and sample 2 are independent (between samples). 

 
If they are met, then your confidence interval interpretations will not be invalid. 

3. Collect an Observed Sample Proportion Difference 𝑥̅ଵ − 𝑥̅ଶ and Create a 
Confidence Interval Around it: 

 

 

 

 

4. Make a decision 
a. If the null value (0 in this case) is ____________________________, then we “reject the null 

hypothesis.” And we say that “there IS sufficient evidence to suggest the alternative 
hypothesis.” 

b. If the null value (0 in this case) is ____________________________, then we “fail to reject the 
null hypothesis.” And we say that “there IS NOT sufficient evidence to suggest the alternative 
hypothesis.” 
 

 

 

Go to Unit 11 slides (Section 4.5) for exercise in confidence interval building. 



5. Properties of the Sampling Distribution of Sample Proportion 
Differences 

 

 



5.1. Mean of the Sampling Distribution of Sample Proportion 
Differences 

Knowns: 
 𝑬ൣ𝑷෡𝟏൧ = 𝒑𝟏 
 𝑬ൣ𝑷෡𝟐൧ = 𝒑𝟐 
 Property: 𝑬[𝒂𝒀 + 𝒃𝒁] = 𝒂𝑬[𝒀] + 𝒃𝑬[𝒁] 

 

Proof: 
 𝑬ൣ𝑷෡𝟏 − 𝑷෡𝟐൧ = ____________________ 

                        = 𝒑𝟏 − 𝒑𝟐 

 

5.2. Standard Deviation of the Sampling Distribution of Sample 
Proportion Differences 

Knowns: 

 𝑽ൣ𝑷෡𝟏൧ =
𝒑𝟏(𝟏ି𝒑𝟏)

𝒏𝟏
 

 𝑽ൣ𝑷෡𝟐൧ =
𝒑𝟐(𝟏ି𝒑𝟐)

𝒏𝟐
 

 Property: 𝑽[𝒂𝒀 + 𝒃𝒁] = 𝒂𝟐𝑽[𝒀] + 𝒃𝟐𝑽[𝒁] 

 

Proof: 
 𝑽ൣ𝑷෡𝟏 − 𝑷෡𝟐൧ = ____________________ 

                        =
𝒑𝟏(𝟏 − 𝒑𝟏)

𝒏𝟏
+

𝒑𝟐(𝟏 − 𝒑𝟐)

𝒏𝟐
 

 𝑺𝑫ൣ𝑷෡𝟏 − 𝑷෡𝟐൧ = ට
𝒑𝟏(𝟏ି𝒑𝟏)

𝒏𝟏
+

𝒑𝟐(𝟏ି𝒑𝟐)

𝒏𝟐
 

 

  



3.3. When is the Sampling Distribution of Sample Proportion 
Differences normal? 

Knowns: 
 Central Limit Theorem (for sample proportions): 

o 𝑃෠ଵ ∼ 𝑁(𝑚𝑒𝑎𝑛 = 𝑝ଵ, 𝑠𝑡𝑑 = ට
𝒑𝟏(𝟏ି𝒑𝟏)

𝒏𝟏
) when: 

 Sample 1 is randomly collected 
 𝑛ଵ < 10% of population 1 
 𝑛ଵ𝑝ଵ ≥ 10 and 𝑛ଵ(1 − 𝑝ଵ) ≥ 10 

 Central Limit Theorem (for sample proportions): 

o 𝑃෠ଶ ∼ 𝑁(𝑚𝑒𝑎𝑛 = 𝑝ଶ, 𝑠𝑡𝑑 = ට
𝒑𝟐(𝟏ି𝒑𝟐)

𝒏𝟐
) when: 

 Sample 2 is randomly collected 
 𝑛ଶ < 10% of population 2 
 𝑛ଶ𝑝ଶ ≥ 10 and 𝑛ଶ(1 − 𝑝ଶ) ≥ 10 

 
 Property: If two random variables are __________________ and normal, then the 

sum/difference of these random variables is _______________________. 

 

Central Limit Theorem (for sample proportion DIFFERENCES): 

If the following conditions hold, then the sampling distribution of sample proportion 
differences will be approximately normal  

(ie. 𝑃෠ଵ − 𝑃෠ଶ ∼ 𝑁(𝑚𝑒𝑎𝑛 = 𝑝ଵ − 𝑝ଶ, 𝑠𝑡𝑑 = ට
𝒑𝟏(𝟏ି𝒑𝟏)

𝒏𝟏
+

𝒑𝟐(𝟏ି𝒑𝟐)

𝒏𝟐
) 

a. 𝑛ଵ𝑝ଵ ≥ 10 and 𝑛ଵ(1 − 𝑝ଵ) ≥ 10 
b. 𝑛ଶ𝑝ଶ ≥ 10 and 𝑛ଶ(1 − 𝑝ଶ) ≥ 10 
c. Sample 1 is randomly selected and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is randomly selected and 𝑛ଶ < 10% of population 2 size 
e. Sample 1 is independent of sample 2. 

  



6. Conducting Inference on a Population Mean Difference 𝟏 𝟐 

 

6.1. Creating a (1-α)100% Confidence Interval for 𝟏 𝟐 

 

2. Check the Central Limit Theorem conditions for sample mean differences. 
a. 𝑛ଵ𝑝ଵ ≥ 10 and 𝑛ଵ(1 − 𝑝ଵ) ≥ 10 
b. 𝑛ଶ𝑝ଶ ≥ 10 and 𝑛ଶ(1 − 𝑝ଶ) ≥ 10 
c. Sample 1 is randomly selected and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is randomly selected and 𝑛ଶ < 10% of population 2 size 
e. Sample 1 is independent of sample 2. 

If they are met, then your confidence interval interpretations will not be invalid. 

 

3. The confidence interval for 𝟏 𝟐 is calculated by: 
 

(𝑝𝑜𝑖𝑛𝑡 𝑒𝑠𝑡𝑖𝑚𝑎𝑡𝑒) ± (𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙 𝑣𝑎𝑙𝑢𝑒)(𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑒𝑟𝑟𝑜𝑟) 
 

(𝑝̂ଵ − 𝑝̂ଶ) ± 𝑧∗ඨ
𝑝ଵ(1 − 𝑝ଵ)

𝑛ଵ
+

𝑝ଶ(1 − 𝑝ଶ)

𝑛ଶ
  

 
 

Note: Usually we don’t know 𝑝ଵ and 𝑝ଶ to plug into the conditions and standard error. 
So what we can do is plug in 𝑝̂ଵ for 𝑝ଵ and 𝑝̂ଶ for 𝑝ଶ. 

 

  



6.2. Conducting Hypothesis Testing for the claim 𝟏 𝟐  

As with the other population parameters that we discussed in Unit 10 (ie. 𝜇 and p) we 
can make a conclusion about a null and alternative hypothesis  

𝐻଴: (𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) = 𝑛𝑢𝑙𝑙 𝑣𝑎𝑙𝑢𝑒 

𝐻஺: (𝑝𝑜𝑝𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟) ≠ 𝑛𝑢𝑙𝑙 𝑣𝑎𝑙𝑢𝑒 

 

by using either a: 

1. p-value, 
2. test statistic, or 
3. confidence interval. 

 

In this case, 

 our population parameter is 𝒑𝟏 − 𝒑𝟐, and 
 our null value is 0. 

 

Like with 𝜇 and p, the way that we calculate the confidence interval or p-value is 
different, but the way that we use them to make a conclusion about our hypotheses is 
the same.  



6.3. Conducting Hypothesis Testing for the claim 𝟏 𝟐  
with a p-value 

1. Set up two hypotheses. 
𝐻଴: 𝑝ଵ − 𝑝ଶ = 0 
𝐻஺: 𝑝ଵ − 𝑝ଶ ≠ 0 

2. Check the CLT Conditions (for Sample Prportion Differences) 
a. 𝑛ଵ𝑝ଵ ≥ 10 and 𝑛ଵ(1 − 𝑝ଵ) ≥ 10 
b. 𝑛ଶ𝑝ଶ ≥ 10 and 𝑛ଶ(1 − 𝑝ଶ) ≥ 10 
c. Sample 1 is randomly selected and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is randomly selected and 𝑛ଶ < 10% of population 2 size 
e. Sample 1 is independent of sample 2. 

If they are met, then your confidence interval interpretations will not be invalid. 

3. Collect an Observed Sample Statistic: 
Collect a random sample from population 1 and population 2 and calculate the sample proportion 
difference 

𝑝̂ଵ − 𝑝̂ଶ 

4. Calculate the p-value 

One way: 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = ቊ
2𝑃൫𝑃෠ଵ − 𝑃෠ଶ ≥ (𝑝̂ଵ − 𝑝̂ଶ)൯,       𝑖𝑓 (𝑝̂ଵ − 𝑝̂ଶ) ≥ 0

2𝑃൫𝑃෠ଵ − 𝑃෠ଶ ≤ (𝑝̂ଵ − 𝑝̂ଶ)൯,       𝑖𝑓 (𝑝̂ଵ − 𝑝̂ଶ) ≤ 0
ቋ,  

 
assuming 𝑃෠ଵ − 𝑃෠ଶ ∼ 𝑁(𝑚𝑒𝑎𝑛 = __________________________, 𝑠𝑡𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = ____________________________) 

 
 
 
 
 
 
 
 
 
 

Another way: 𝑝 − 𝑣𝑎𝑙𝑢𝑒 = 2𝑃(𝑍 ≥ |
(௣ොభି௣ොమ)ି଴

ඨ
𝑝1(1−𝑝1)

𝑛1
+

𝑝2(1−𝑝2)

𝑛2
  

 |),  

assuming 𝑍 ∼ 𝑁(𝑚𝑒𝑎𝑛 = _________, 𝑠𝑡𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 = ____________) 
 

 
 
 

We call 𝑧 =
(𝑝ෝ1−𝑝ෝ2)−0

ඨ
𝑝1(1−𝑝1)

𝑛1
+

𝑝2(1−𝑝2)

𝑛2
  

 

the test statistic for this 
hypothesis test. 



Note: Usually we don’t know 𝑝ଵ and 𝑝ଶ to plug into the conditions and standard error. 
So what we can do is plug in 𝑝̂ଵ for 𝑝ଵ and 𝑝̂ଶ for 𝑝ଶ. 

 
 

5. Make a Decision 
a. If 𝐩 − 𝐯𝐚𝐥𝐮𝐞 < 𝛂, then we “reject the null hypothesis.” And we say that “there IS sufficient 

evidence to suggest the alternative hypothesis.” 
b. If 𝐩 − 𝐯𝐚𝐥𝐮𝐞 ≥ 𝛂, then we “fail to reject the null hypothesis.” And we say that “there IS NOT 

sufficient evidence to suggest the alternative hypothesis.” 

 

 



6.4. Conducting Hypothesis Testing for the claim 𝟏 𝟐  with a 
confidence interval. 

1. Set up two hypotheses. 
𝐻଴: 𝜇ଵ − 𝜇ଶ = 0 
𝐻஺: 𝜇ଵ − 𝜇ଶ ≠ 0 

2. Check the CLT Conditions (for Sample Proportion Differences) 
a. 𝑛ଵ𝑝ଵ ≥ 10 and 𝑛ଵ(1 − 𝑝ଵ) ≥ 10 
b. 𝑛ଶ𝑝ଶ ≥ 10 and 𝑛ଶ(1 − 𝑝ଶ) ≥ 10 
c. Sample 1 is randomly selected and 𝑛ଵ < 10% of population 1 size 
d. Sample 2 is randomly selected and 𝑛ଶ < 10% of population 2 size 
e. Sample 1 is independent of sample 2. 

If they are met, then your confidence interval interpretations will not be invalid. 

3. Collect an Observed Sample Proportion Difference 𝒑ෝ𝟏 − 𝒑ෝ𝟐 and Create a 
Confidence Interval Around it: 

 

 

 

 

 

 

 

Note: Usually we don’t know 𝑝ଵ and 𝑝ଶ to plug into the conditions and standard error. 
So what we can do is plug in 𝑝̂ଵ for 𝑝ଵ and 𝑝̂ଶ for 𝑝ଶ. 

 

4. Make a decision 
a. If the null value (0 in this case) is ____________________________, then we “reject the null 

hypothesis.” And we say that “there IS sufficient evidence to suggest the alternative 
hypothesis.” 

b. If the null value (0 in this case) is ____________________________, then we “fail to reject 
the null hypothesis.” And we say that “there IS NOT sufficient evidence to suggest the 
alternative hypothesis.” 

 

Go to Unit 11 slides (Section 6.4) for exercise in hypothesis testing and confidence 
interval building. 


