
 

 Unit 14: Analysis of Variance (ANOVA) 
Case Studies: 

 Is there an association between political affiliation 
(republican/democrat/independent/”no 
preference”/”other party”) and age? 

 

Purpose of this Lectures 

 
1. Analyses for Associations 
2. Association Analyses Summary: One Categorical Explanatory Variable (with >2 Levels)-> Numerical 

Response Variable (One Way) 
3. Association Analyses Summary: One Categorical Explanatory Variable (with >2 Levels)-> Numerical 

Response Variable (Another Way) 
4. Modeling the Association Between a Categorical Explanatory Variable (with >2 levels) and a Numerical 

Response Variable (in the Sample). 
4.1. Relationship between the sample intercept and slopes and the sample means. 

5. Modeling the Association Between a Categorical Explanatory Variable (with >2 levels) and a Numerical 
Response Variable (in the Population). 
5.1. ANOVA: Relationship between the population intercept and slopes and the population means 

 

Additional Resources 

Section 5.5 in Diez, Barr, and Cetinkaya-Rundel, (2015), OpenIntro 
Statistics https://www.openintro.org/download.php?file=os3&redirect=/stat/textbook/os3.php 



1. ANALYSES FOR ASSOCIATIONS 

Questions to consider, when selecting an analysis to test an association. 

1. Which variable is the response variable in this association? 
a. Is it a categorical or numerical variable? 
b. If it’s a categorical variable, how many levels does it 

have? 

 

2. Which variable(s) is the explanatory variable in this 
association? 

a. Is it a categorical or numerical variable?  
b. If it’s a categorical variable, how many levels does it 

have? 

 

3. How would you quantify this association? 
a. Difference between two summary statistics? What two 

summary statistics? 
b. With a model? What kind of model? 

 

4. Are you interested in an association in a sample or a 
population? 

 

5. When is it appropriate to use this test for association? 
 

 
 

6. Can you use this model/test to make predictions? 
a. How would you quantify the performance of your 

predictions? 

  



2. ASSOCIATION ANALYSIS SUMMARY: (ONE WAY TO PERFORM THIS ANALYSIS) 

       RESPONSE: NUMERICAL 

       EXPLANATORY: ONE CATEGORICAL WITH >2 LEVELS 

Research 
Questions 

about 
Associations 

Type of 
Variables 

Involved in the 
Association 

Test 

Explanatory Variables:  
One Categorical Variable with >2 levels 
 
Response Variable:  
Numerical Variable 

Example 

Is there an association between political 
affiliation 
(republican/democrat/independent/”no 
preference”/”other party”) and age?  

Type of 
Association 

(Way to Quantify 
Association) 

Multiple Linear Regression Model 
(linear relationship between categorical explanatory variable (x) and response 

variable (y)) 

Descriptive 
Analytics 

How to Describe 
an Association in a 

Sample? 

1. Multiple Linear Regression Model: 
 𝑦ො = 𝛽଴

෢ + 𝛽ଵ
෢𝑥ଵ + 𝛽ଶ

෢𝑥ଶ. + ⋯ + 𝛽௣
෢𝑥௣   

 𝑅ଶof the model 

When is this 
analysis (for the 

sample) 
appropriate to 

use? 

Linearity condition is met 

Inferential 
Statistics 

How to Infer an 
Association for a 

Population? 

Conduct inference on: 
 A single population parameter 𝛽௜ 
 All population parameters 𝛽ଵ, … , 𝛽௣ 
 A subset of population parameters 𝛽௣ାଵ, … , 𝛽௣ା௤ 

 
When is this 

analysis (for the 
population) 

appropriate to 
use? 

1. Linearity condition is met 
2. Constant variance of residuals condition is met. 
3. Residuals are normal (and centered at 0). 
4. Residuals are independent. 
5. No-Multicollinearity condition is met. 

Predictive 
Analytics 

Making 
Predictions 

Use your multiple linear regression line to make predictions 𝑦ො = 𝛽଴
෢ + 𝛽ଵ

෢𝑥ଵ +

𝛽ଶ
෢𝑥ଶ. + ⋯ + 𝛽௣

෢𝑥௣   
 

How to quantify 
the performance 

of your 
prediction(s)? 

 Individual Data Point: residual 
 All Data: root mean square error (RMSE) 



3. ASSOCIATION ANALYSIS SUMMARY: (ANOTHER WAY TO PERFORM THIS ANALYSIS) 

       RESPONSE: NUMERICAL 

       EXPLANATORY: ONE CATEGORICAL WITH >2 LEVELS 

Research 
Questions 

about 
Associations 

Type of 
Variables 

Involved in the 
Association 

Test 

Explanatory Variables:  
One Categorical Variable with >2 levels 
 
Response Variable:  
Numerical Variable 

Example 

Is there an association between political affiliation 
(republican/democrat/independent/”no 
preference”/”other party”) and age?  

Type of 
Association 

(Way to Quantify 
Association) 

Does at least one pair of political affiliations (out of the five given) have mean 
ages that are different? 

Descriptive 
Analytics 

How to Describe 
an Association in a 

Sample? 

𝑥̅ଵ, 𝑥̅ଶ, … , 𝑥̅௣  at least one pair of these sample means are different. 
 p is the number of levels of the categorical variable 

 𝑥̅௜ is the sample mean (the numerical variable) for the ith level of the categorical variable. 

When is this 
analysis (for the 

sample) 
appropriate to 

use? 

Sample distribution i symmetric and unimodal (for i=1,2,…,p). 

Inferential 
Statistics 

How to Infer an 
Association for a 

Population? 

Conduct an Analysis of Variance (ANOVA) 
𝐻଴: 𝜇ଵ = 𝜇ଶ = ⋯ = 𝜇௣ 
𝐻஺: 𝜇௜ ≠ 𝜇௝ for at least one pair of levels  

 p is the number of levels of the categorical variable 

 𝑥̅௜ is the sample mean (the numerical variable) for the ith level of the categorical variable. 
 

When is this 
analysis (for the 

population) 
appropriate to 

use? 

Conditions for ANOVA Inference 
1. Each of the p sample distributions are random. 
2. 𝑛௜ < 10% of the population distribution. 
3. Each sample distribution is approximately normal. 
4. 𝑠ଵ ≈ 𝑠ଶ ≈ ⋯ ≈ 𝑠௣ 
5. Each of the p samples are independent of each other. 

Predictive 
Analytics 

Making 
Predictions 

N/A 
 

How to quantify 
the performance 

of your 
prediction(s)? 

N/A 



4. MODELING THE ASSOCIATION BETWEEN A CATEGORICAL EXPLANATORY VARIABLE 

(WITH >2 LEVELS) AND A NUMERICAL RESPONSE VARIABLE IN THE SAMPLE 

Ex: We would first like to model the association between political association and age, first 
using a multiple linear regression model (with age as the response variable and party as the 
explanatory variable.) In this analysis, we will again examine our Pew Survey dataset (from 
2017) which has randomly sampled n=1465 adults living in the U.S., which has five possible 
values in the “party” variable: Democrat, Independent, No preference, Other party, and 
Republican. 
 

If we were to set up a multiple linear regression model for this analysis, how many slopes 
would the model have? 

 

 

 

 

 

 

 

 

 

  



Using Python we find that the model yields the following output. 

 

 

With the information in the summary output table, we can find the intercept and slopes for 
this multiple linear regression model for the sample data. 

𝑎𝑔𝑒ෞ = 50.4991 − 3.6914𝑝𝑎𝑟𝑡𝑦[𝑇. 𝐼𝑛𝑑] − 7.3527𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑁𝑜_𝑃𝑟𝑒𝑓]

− 5.8991𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑂𝑡ℎ𝑒𝑟] + 6.2775𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑅𝑒𝑝] 

 

 

 

 

 



By interpreting our intercept and slopes, we can use this multiple linear regression model to 
say the following things about the sample. 

 𝛽଴
෢ 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑡𝑖𝑜𝑛: We expect the mean age of Democrats in the sample to be 
50.4991. 
 

 𝛽ଵ
෢ 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑡𝑖𝑜𝑛: We expect the mean age of Independents in the sample to be 
3.6914 years lower than the mean age of Democrats in the sample (ie. 46.808=50.4991-
3.6914). 
 
 

 𝛽ଶ
෢ 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑡𝑖𝑜𝑛: We expect the mean age of people with no party preference in the 
sample to be 7.3527 years lower than the mean age of Democrats in the sample (ie. 
43.1464=50.4991-7.3527). 
 

 𝛽ଷ
෢ 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑡𝑖𝑜𝑛: We expect the mean age of people from “other parties” in the 
sample to be 5.8991 years lower than the mean age of Democrats in the sample (ie. 
44.6=50.4991-5.8991). 

 

 𝛽ସ
෢ 𝐼𝑛𝑡𝑒𝑟𝑝𝑟𝑒𝑡𝑎𝑡𝑖𝑜𝑛: We expect the mean age of Republicans in the sample to be 6.2775 
years higher than the mean age of Democrats in the sample (ie. 
56.7766=50.4991+6.2775). 

  



4.1. RELATIONSHIP BETWEEN THE SAMPLE INTERCEPT AND SLOPES OF THIS 

MULTIPLE LINEAR REGRESSION AND THE SAMPLE MEANS 

Let’s find the actual sample mean age of each of the five political affiliations in this Pew 
dataset and compare them to what we said when we interpreted our slopes and 
intercept. 

Sample Mean Ages 

Each of these sample mean ages matches up to what we said when 
we interpreted the intercepts and slopes of the multiple linear 
regression line! 

 

 

 

 

 

In general, this relationship that we observed between the sample slopes and 
intercepts and the sample means will hold whenever you have a multiple linear 
regression model with a single explanatory variable that is categorical. 

   



5. MODELING THE ASSOCIATION BETWEEN A CATEGORICAL EXPLANATORY VARIABLE 

(WITH >2 LEVELS) AND A NUMERICAL RESPONSE VARIABLE IN THE POPULATION 

Now let’s think about what the multiple linear regression equation would look like if we 
modelled the relationship between age (response variable) and political affiliation 
(explanatory variable) in the population of all adults living in the U.S.  

 

𝑎𝑔𝑒ෞ = 𝛽଴ + 𝛽ଵ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝐼𝑛𝑑] + 𝛽ଶ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝐼𝑛𝑑] + 𝛽ଷ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑁𝑜 𝑝𝑟𝑒𝑓] + 𝛽ସ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑅𝑒𝑝] 

 

Do we have sufficient evidence to suggest that at least one of the four population slopes is 
non-zero? 

1. First let’s formulate the hypotheses. 
𝐻଴: 𝛽ଵ = 𝛽ଶ = 𝛽ଷ = 𝛽ସ = 0 
 
𝐻஺: 𝐴𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝛽௜ ≠ 0 (for i=1,2,3,4) 
 
 

2. Next, let’s check the conditions for conducting inference. 
a. Linearity Condition? 

 
b. Constant Variability of Residuals Condition? 

 

 

 

 

 

 



c. Normality of Residuals Condition (with Mean 0)? 

 

 

 

 

 

 

 

d. Independence of residuals condition? 

 

 

 

 

 

 

e. No multicollinearity condition? 

 

  



3. Next, let’s find the test statistic and the p-value that correspond to these hypotheses. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Finally, use the p-value (and a significance level of 𝜶 = 𝟎. 𝟎𝟓) to make a conclusion 
about your hypotheses. 

  



5.1. ANOVA: RELATIONSHIP BETWEEN THE POPULATION SLOPES OF THIS 

MULTIPLE LINEAR REGRESSION AND THE POPULATION MEANS 

In section 4, we saw that there was a relationship between the sample intercept and the 4 
sample slopes of the multiple linear regression model (𝒊𝒆. 𝜷෡𝟎, 𝜷෡𝟏, 𝜷෡𝟐, 𝜷෡𝟑, 𝜷෡𝟒) and the 5 sample 
means ages corresponding to the 5 political affiliations (ie. 
𝒙ത𝒅𝒆𝒎, 𝒙ത𝒊𝒏𝒅, 𝒙ത𝒏𝒐 𝒑𝒓𝒆𝒇, 𝒙ത𝒏𝒐 𝒑𝒂𝒓𝒕𝒚, 𝒙ത𝒓𝒆𝒑). 

 

Is there also a relationship between the population intercept and the 4 sample slopes of 
the multiple linear regression model (𝜷𝟎, 𝜷𝟏, 𝜷𝟐, 𝜷𝟑, 𝜷𝟒) and the 5 population means ages 
corresponding to the 5 political affiliations (ie.𝝁𝒅𝒆𝒎, 𝝁𝒊𝒏𝒅, 𝝁𝒏𝒐 𝒑𝒓𝒆𝒇, 𝝁𝒏𝒐 𝒑𝒂𝒓𝒕𝒚, 𝝁𝒓𝒆𝒑)? 

 

Yes! 

 

 

  



Do we have sufficient evidence to suggest that at least one pair of political affiliations 
(Democrat, Republican, Independent, No preference, Other party) have average ages out of 
all adults living in the U.S. that are different? 

1. First let’s formulate the hypotheses. 
𝐻଴: 𝜇ௗ௘௠  = 𝜇௥௘௣ = 𝜇௜௡ௗ = 𝜇௡௢ ௣௥௘௙ = 𝜇௡௢ ௣௔௥௧௬  
𝐻஺: 𝜇௚௥௢௨௣ ≠ 𝜇௔௡௢௧௛௘௥ ௚௥௢௨௣ 𝑓𝑜𝑟 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝑜𝑛𝑒 𝑝𝑎𝑖𝑟 𝑜𝑓 𝑝𝑜𝑙𝑖𝑡𝑖𝑐𝑎𝑙 𝑎𝑓𝑓𝑖𝑙𝑖𝑎𝑡𝑖𝑜𝑛𝑠 𝑔𝑟𝑜𝑢𝑝𝑠 

 

2. Next, let’s check the conditions for conducting inference (on the intercept and slopes 
𝛽଴, 𝛽ଵ, 𝛽ଶ, 𝛽ଷ, 𝛽ସ of the population model 𝑎𝑔𝑒ෞ = 𝛽଴ + 𝛽ଵ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝐼𝑛𝑑] + 𝛽ଶ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝐼𝑛𝑑] +

𝛽ଷ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑁𝑜 𝑝𝑟𝑒𝑓] + 𝛽ସ𝑝𝑎𝑟𝑡𝑦[𝑇. 𝑅𝑒𝑝]) 
a. Linearity Condition? 

 
b. Constant Variability of Residuals Condition? 

 

 

 

 

 

 

c. Normality of Residuals Condition (with Mean 0)? 

 

 

 

 

 



 

 

d. Independence of residuals condition? 

 

 

 

 

 

 

e. No multicollinearity condition? 

 

  



3. < 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4. Finally, use the p-value (and a significance level of 𝜶 = 𝟎. 𝟎𝟓) to make a conclusion 
about your hypotheses. 

 


